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Abstract Past results have reported conflicting findings on
the oculomotor system’s ability to keep track of smooth eye
movements in darkness. Whereas some results indicate that
saccades cannot compensate for smooth eye displacements,
others report that memory-guided saccades during smooth
pursuit are spatially correct. Recently, it was shown that
the amount of time before the saccade made a difference:
short-latency saccades were retinotopically coded, whereas
long-latency saccades were spatially coded. Here, we pro-
pose a model of the saccadic system that can explain the
available experimental data. The novel part of this model
consists of a delayed integration of efferent smooth eye ve-
locity commands. Two alternative physiologically realistic
neural mechanisms for this integration stage are proposed.
Model simulations accurately reproduced prior findings.
Thus, this model reconciles the earlier contradictory reports
from the literature about compensation for smooth eye move-
ments before saccades because it involves a slow integration
process.
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Introduction

The oculomotor system uses different control modes to
orient the visual axis in space. Fast eye movements (sac-
cades) reposition the line of sight, whereas smooth pursuit
movements track slowly moving stimuli. In natural view-
ing conditions, the smooth pursuit and saccadic motor sys-
tems work synergistically to optimize vision. This synergy
is supported by the overlap of neuronal circuits underly-
ing both types of eye movement (for reviews, see Krau-
zlis and Stone, 1999; Krauzlis, 2004). One of the major
inputs shared by both the saccadic and smooth pursuit sys-
tems is target velocity (Newsome et al., 1985; Keller and
Johnsen, 1990; Gellman and Carl, 1991; Smeets and Bekker-
ing 2000; de Brouwer et al., 2001; de Brouwer et al., 2002a;
de Brouwer et al., 2002b). The saccadic system needs a po-
sition input to correct retinal displacement errors, but it also
uses a retinal velocity signal to compute the trigger time
and amplitude of saccades to moving visual targets. How-
ever, in the absence of visual information about eye and
target motion, the system cannot rely on those signals and
must use other mechanisms to execute spatially accurate
saccades.

Almost two decades ago, McKenzie and Lisberger (1986)
performed an experiment that was designed to test whether
saccades were directed to an absolute eye position in space or
were determined by a desired eye displacement. They argued
that if actual eye position was compared to a desired spatial
position, saccades to memorized targets should always be
accurate, even when the eyes move smoothly during the
period between the target presentation and the resulting
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Fig. 1 Contradictory data from literature. (A). Experimental paradigm
from McKenzie and Lisberger (1986). The target (T) was flashed for
10 ms at the moment of the smooth pursuit target (SP) disappearance.
Monkeys had to orient their gaze towards the flash (T) as soon as they
could. (B, C). Results adapted from McKenzie and Lisberger (1986)
for the programming of saccades to targets flashed at the moment of
extinction of a pursuit target. The saccades were initiated with latencies
around 180 ms after the flash (T) presentation. The amplitude of these
saccades was predicted by the retinal error (panel B) and saccades were
thus spatially inaccurate (panel C). (D). Experimental paradigm from
Herter and Guitton (1998). The target (T) was flashed for 50 ms before
the onset of the smooth pursuit (SP) movement. Human subjects were

instructed to make a gaze movement towards the remembered flash (T)
location after the disappearance of the smooth pursuit target (SP). The
smooth pursuit target duration varied between 1 s and 2 s. This resulted
in very long latencies (latencies measured with respect to the flash
presentation). (E, F). Results adapted from Herter and Guitton (1998)
concerning the accuracy of saccades to targets flashed before smooth
pursuit. Panel F shows that the amplitude of head-free open circle as
well as head-fixed (cross) gaze saccades followed the spatial error. The
retinal error hypothesis did not predict their amplitude (panel E). Solid
lines in panels B, C, E and F show the theoretically optimal retinal or
spatial saccade behavior

saccade. Using such a “smooth double-step1” paradigm
(Fig. 1(A)), they reported that this prediction was incorrect
(McKenzie and Lisberger, 1986); their monkeys systemati-
cally made inaccurate eye movements that were appropriate
for the target’s retinal error. Fig. 1(B) and (C) summarize
these findings. The scatter of the data around the optimal
behavior represented by the solid line shows a better
correlation of saccade amplitude with the retinal (Fig. 1(B))
as opposed to the spatial (Fig. 1(C)) error hypothesis. These
results were confirmed by Gellman and Fletcher (1992) for
smooth pursuit and by Blohm et al. (2003, 2005) for short
latency saccades during smooth anticipatory eye movements
and during smooth pursuit, respectively. Of course, this lack
of spatial accuracy is only present if the saccadic system
cannot use retinal velocity information for a predictive

1 The “smooth double-step” paradigm was conceived as an analog of
the classical “double-step” paradigm, where two targets are presented
in rapid succession before the saccade towards the first target. Then,
the movement vector from the first to the second target is different from
the retinal information and extraretinal signals about the first saccade
needs to be taken into account to update the second saccade vector. In
the “smooth double-step” paradigm, the first saccadic step is replaced
by a smooth pursuit eye movement, therefore the name.

adjustment of the motor command, e.g., when the target is
presented very briefly (less than ∼ 50 ms).

In contrast with these rapidly programmed retinotopic
saccades, several studies reported that saccades aimed at
the location of targets memorized before or during smooth
pursuit were spatially accurate (Schlag et al., 1990; Oht-
suka, 1994; Zivotofsky et al., 1996; Herter and Guitton,
1998; Baker et al., 2003). This is illustrated in Fig. 1(E)
and (F), where we reproduce the findings of Herter and Gui-
tton (1998). In these studies subjects were instructed to make
a memory-guided saccade only after the end of the smooth
pursuit movement (as compared to the reactive short-latency
saccades in the above-described investigations). Clearly, sac-
cades here are better correlated with the spatial error hy-
pothesis (Fig. 1(F)) than with the retinal error hypothesis
(Fig. 1(E)). The major difference between saccades in these
studies and those reporting retinotopically programmed sac-
cades was the latency of saccade execution with respect to
target appearance. Whereas retinotopically programmed sac-
cades were naturally triggered by the presentation of the tar-
get (mean latencies <300 ms), spatially accurate saccades
occurred after an additional delay period between the pre-
sentation of the memorized target and the orienting saccade
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(mean latencies >600 ms). This difference in latencies sug-
gests that a retinal-to-spatial transformation for the internal
coding of memorized targets can only occur if enough time
is available.

The hypothesis of a transformation that takes time to
change from a retinotopic to a spatial encoding has been
addressed in two recent studies of smooth pursuit (Blohm
et al., 2005) and smooth anticipatory eye movements (Blohm
et al., 2003). In these studies, the “smooth double-step”
paradigm was used. The authors analyzed the first orienting
eye movements, as in previous studies, and also analyzed
secondary saccades. As a result, Blohm et al. (2003, 2005)
obtained a much wider range of saccade latencies than previ-
ous studies and were thus able to demonstrate that extrareti-
nal information about smooth eye displacement was delayed
(∼ 175 ms) with respect to the smooth eye movement. Conse-
quently, longer latency saccades (>175 ms) used the avail-
able smooth eye displacement information to compensate
for smooth eye motion. These results reconcile previous
contradictory findings of uncompensated, retinotopic, cod-
ing (McKenzie and Lisberger, 1986; Gellman and Fletcher,
1992) and compensated, spatially accurate saccades (Schlag
et al., 1990; Ohtsuka, 1994; Zivotofsky et al., 1996; Herter
and Guitton, 1998; Baker et al., 2003).

It is worth mentioning that this delayed retinal-to-spatial
transformation of smooth eye displacement is specific to
smooth movements, and has not been observed for the sac-
cadic system, i.e. there is no delay between a saccadic eye
movement towards a target and the internal spatial updating
of the target position. Indeed, the use of extraretinal signals
to maintain space constancy has been extensively studied
by means of the so-called “double-step” and “colliding sac-
cades” paradigms (Hallett and Lightstone, 1976a, b; Becker
and Jürgens, 1979; Mays and Sparks, 1980; Aslin and Shea,
1987; Schlag et al., 1989; Schlag and Schlag-Rey, 1990;
Dassonville et al., 1992; Dominey et al., 1997; Goossens and
Van Opstal, 1997; Mushiake et al., 1999; Tian et al., 2000). In
these experimental conditions, a saccadic eye movement was
evoked either visually (double-step) or by microstimulation
(colliding saccades) during the latency period before a sac-
cade to a previously memorized target. Despite this perturba-
tion, orienting saccades remained spatially accurate even for
very short intervals between two consecutive saccadic eye
movements. The authors concluded that the saccadic system
has access to extraretinal signals about previous saccadic
eye movements to update the internal target representation
in space. This allows the visual system to ensure space con-
stancy, i.e. an accurate spatial perception of the world despite
retinal shifts due to self-motion.

Current saccadic models cannot explain the delayed
retinal-to-spatial transformation reported for saccades to tar-
gets memorized before a smooth eye displacement. Here,
we propose a new model of the saccadic system that can

account for the “smooth double-step” data available today.
We developed two different hypothetical, physiologically re-
alistic neural mechanisms which compute a delayed internal
estimate of the smooth eye displacement. The smooth eye ve-
locity integration mechanisms fit both our data and previous
observations in the literature. Since behavioral experiments
cannot distinguish between those two hypotheses, we sug-
gest a series of electrophysiological experiments to identify
the correct mechanism.

Methods

First, we will provide a general overview of the saccadic
model we developed to account for the “smooth double-step”
results. The crucial original contribution of this model was a
smooth eye velocity integration stage that was necessary to
estimate the smooth eye displacement (SED). In the second
and third part of this section, we will describe two physio-
logically realistic neural mechanisms that could perform this
velocity-to-position transformation step and provide an SED
estimate to the target memory structure of the brain. Finally,
we will briefly introduce an experimental data set that was
used to fit the model simulation parameters, and describe
how we reproduced data from the literature.

The saccadic pathway

Figure 2 shows the basic structure of the saccadic model we
developed. We used retinal position error (PER = constant)
and time varying eye velocity (EV) as inputs to the model.
The position memory structure had two internal target repre-
sentations in retinal and spatial coordinates. The input PER

was memorized (Fig. 2: position memory) to represent the
target position in retinal coordinates. The spatial representa-
tion of the same target was updated by the amplitude (SAMP)
of executed saccades (more than one saccade could occur).
This was done to implement the remapping (also called up-
dating) of the internal representation of memorized targets
after saccades (Henriques et al., 1998; Medendorp et al.,
2002; Merriam et al., 2003). In addition to spatial updating
by saccades, the eye velocity (EV) integration mechanism
(Fig. 2: EV integration) also provided an instantaneous es-
timate of the smooth eye displacement (SEDest) to update
the spatial stimulus representation in the position memory
structure. Therefore, once a saccade was triggered, the sac-
cade generator (Fig. 2) used the latest available remaining
error �E (before the saccade was triggered) of the spatial
target representation (in retinotopic coordinates) to build the
saccadic drive. Here, we did not model the saccade trigger
mechanism but used instead the time of saccade occurrence
from experimental data (see Discussion section). To com-
plete the model, the smooth and saccadic eye movement
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Fig. 2 General model structure. The inputs were retinal position error
(PER) and eye velocity (EV) over time. An eye velocity integration
mechanism provided an instantaneous estimation of the smooth eye
displacement (SEDest) to a target position memory structure. There
was thus a velocity-to-position transformation of EV. The internal rep-
resentation of target position (memory) was updated by SEDest and the
actual saccade amplitude (SAMP) each time a saccade occurred. Once

a saccade was triggered, the saccade generator produced a motor com-
mand that was added to the smooth eye velocity. This approximation
of the desired eye velocity Ė∗ is sent in parallel to a direct and an
integral pathways (motor neurons: MN) that compensate for the eye
plant dynamics and provide the pulse-step motor command which in
turn is sent through the eye plant low-pass filter to provide eye position
(E). The grey boxes indicate the novel parts of the model

commands were added before sending the final motor com-
mand to the motor neurons and the eye plant (Fig. 2: MN
and plant).

For the saccade generator (Fig. 2), we used a classical
structure (modified from Jürgens et al., 1981). The position
error �E was sent through a gain element (gain = 0.9 to ac-
count for the saccadic undershoot strategy). This provided
the desired eye movement that was compared to the exe-
cuted eye movement to produce the motor error. This motor
error was sent to a pulse generator, the output of which was
the saccadic motor command Ė∗ sent to the motor neurons
(MN) and eye plant (Fig. 2: MN and plant). For the pulse
generator, we used the following “bi-lateral” version of the
burst neurons discharge rate proposed by van Gisbergen et al.
(1981):

y =






−bm ·
(

1 − exp
x−e0

bk

)
if x < −e0

bm ·
(

exp
x−e0

bk − exp
−x−e0

bk

)
if − e0 ≤ x ≤ e0

bm ·
(

1 − exp
−x−e0

bk

)
if x > e0

(1)

The input x was the motor error and the output y was an
approximation of the saccadic velocity command. We used
parameters close to the ones used by van Gisbergen et al.
(1981), i.e. e0 = 1 deg, bm = 600 deg /s and bk = 3 deg.
The function in Eq. (1) provides a good fit of the exper-
imental data. The final pulse-step generation pathway of
the motor neurons (MN) consisted of the sum of the mo-
tor command (multiplied by T1 = 175 ms) and its integral
(Robinson, 1970). The eye plant (Fig. 2: plant) was modeled
by a second order system with time constants T1 = 175 ms
and T2 = 13 ms (Robinson, 1973) acting as a low-pass

filter. It should be mentioned that the purpose of this sac-
cadic model implementation was not to reproduce exactly
the saccade dynamics but only to embed the smooth eye ve-
locity integration mechanism in a global framework. Next,
we will describe the two hypotheses for estimating smooth
eye displacement, i.e. the place-code and rate-code mecha-
nisms.

Rate code displacement estimation mechanism

The rate code smooth eye displacement estimator used two
computational stages. The first stage was composed of a se-
ries of neural cells with different tuning curves (TC) for the
eye velocity (EV) input (Fig. 3(A)). Therefore, the output
(aVSC) of these velocity sensor cells (Fig. 3(A): VSC) de-
pended on EV through a normalized log-normal function.

aVSC (EV ) =
〈

1

EV · σ
√

2π
· exp

(− (ln (EV ) − µ)

2σ 2

)〉

(2)

where µ = ln (m) + σ 2, m was the maximum of the
log-normal function ( = preferred velocity of the cell)
and σ = m−4 was its standard deviation. The trian-
gular brackets indicate the normalization of the func-
tion with respect to the maximum, i.e. aVSC (m) = 1.
The shape of this function is represented in Fig. 3(B).
We chose this log-normal expression of the tuning
curve (TC) characteristics because this appeared to
be a physiologically realistic form (Maunsell and Van
Essen, 1983; Felleman and Kaas, 1984; Cheng et al., 1994;
DeAngelis and Uka, 2003). However, the exact shape of
the velocity sensor cell’s input-output relationship was not
important and did not fundamentally affect the results.
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For the simulations presented here, we used N = 20 veloc-
ity sensitive cells characterized by preferred velocities with
squared distances mi = [

0.52, 1, 1.52, 22, . . . , 102
]
. This

particular choice accounted for the increasing width of TC
with increasing mi, to ensure approximately constant overlap
of the TC shapes (Maunsell and Van Essen, 1983 ).

The second, main stage of the rate code mechanism inte-
grated the velocity sensor cell’s output (see Fig. 3A: INT).
Each velocity sensor neuron projected to one and only one
integration neuron. This integration stage was implemented
as follows:

TN
daINT

dt
= k · aVSC (3)

Fig. 3 Rate code mechanism. (A). Model structure. Two layers of
neurons were used. The first layer consisted of eye velocity sensitive
cells (VSC) with log-normal tuning curves (TC). The output of these
velocity sensor cells was normalized with respect to the distribution’s
maximum (see Eq. (2)). The second layer (INT) integrated the out-
put of the first layer (Eq. (3)) using a perfect integrator (feedback
gain = 1). The read-out of this group of INT cells was performed by
summing their output weighted by the preferred velocity of each col-
umn (Eq. (4) and (5)). B. Shape of tuning curves (Eq. (2)) for VSC
cells. Three examples of tuning curves for cells with different pre-
ferred velocities mi are shown (dotted: 0.25◦/s; solid: 25◦/s; dashed:
100◦/s)

TN was a constant gain representing the natural time constant
of the cells (we used TN = 3 ms) and k was an accumulation
gain that took into account the simulation time step, i.e.
k = 1/dT, where dT = 1 ms was the simulation time step.
INT cells thus integrated the output of VSC cells weighted
by the gain k to account for the size of the simulation time
step dT. The level of activity of an integration cell aINT,i

was therefore an approximation of the time during which the
eye velocity was close to mi. To illustrate this, consider one
preferred velocity column and imagine that the eye velocity
corresponds to preferred velocity mi of this column. Then,
the output of VSC cells is 1. INT cells thus receive in each
time step the input 1 to integrate. Since we performed the
simulations in millisecond timescale, the output of the INT
cell will indicate the time during which the VSC cell was
fully activated.

The readout of these integrator cells was calculated as a
weighted sum WS (t) of the integration cell’s activities. This
read-out provided an estimate of the smooth eye dis-
placement SEDest (t) in the following way (Fig. 3A:
read-out):

TRO · dSEDest (t)

dt
= −SEDest (t) + c · WS (t) (4)

WS (t) =
N∑

i=1

mi · aINT,i (t) (5)

TRO was the time constant of the read-out neuron’s activity
and was adjusted to produce the observed delay (Blohm et al.,
2003, 2005) between the smooth eye movement and its com-
pensation. This is equivalent to a high-gain, low-pass filter
of the neural activity read-out. The constant c was adapted
to match SEDest (t) with the real smooth eye displacement
and accounted for the different subjects’ individual overall
compensation gain. Note that this model did not assume any
topographically arranged neurons, since they did not inter-
act with their neighbors. (We chose to integrate the output
of each VSC neuron before the weighted summation pro-
cess, instead of integrating the weighted summation of the
all the VSC cells; both are equivalent in this linear system.)
This architecture is inherently stable and has only two free
parameters, i.e., the read-out time constant TRO and the gain
c.

Place code mechanism

The place code mechanism represented smooth eye displace-
ment on a topographical position map. The only input to this
displacement map was eye velocity (EV). The mechanism
assumed that the flash’s appearance initialized the system by
resetting the displacement map. This was done by activating
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the neurons of the map at the site corresponding to zero dis-
placement (we used a unit-height Gaussian pulse with µ= 0◦

and σ = 1◦ to represent the initial distribution of activity).
Afterwards, a neural mechanism (described below) made the
activity spread as a function of eye velocity. The read-out of
the map provided the instantaneous estimate of smooth eye
displacement. Figure 4A shows the basic structure of this
mechanism.

We used a row of 51 topographically arranged neu-
rons, where neuron #26 corresponded to zero displacement.

Fig. 4 Place code mechanism. (A). Structure of the displacement map.
Neuron i has input from itself (E, reverberation constant k) and from
the neighboring neurons (I). The reverberation gain depends on the
location of the maximum activity on the map (Eq. (10)). The input I
from the neighbors is an eye velocity weighted signal representing the
strictly positive part of the map’s activity gradient (Eq. (7), (8) and (9)).
(B). The apparent time constant Ta of the map activity is presented on
a reciprocal scale over position for k0 = 0.99. The position is relative
to the location of the maximum activity on the displacement map. C.
The read-out procedure of the map consists of computing the center
of activity (COA). The sum of the map’s neurons weighted output
(weighted by the neuron’s position xi) is scaled by the total map activity
(Eq. (12))

The basic dynamics of the map’s neural activity, amap, was
described by the following rate equation:

TN · damap

dt
= −amap + I + E (6)

TN = 3 ms was the neural time constant. I described the
input from the neighboring neurons and E was the self-
excitation (see Fig. 4A). The input I of the neighboring
neurons to a neuron i (Fig. 4A) was calculated by taking
the positive results (as neurons do not fire negatively) of
the difference between the two neighboring neurons’ activ-
ity, weighted by eye velocity. The eye velocity thus mod-
ulates the synaptic weights of the activity difference be-
tween neighboring neurons. In mathematical terms, this can
be written as the convolution (⊗) of the present map activity
amap with an eye velocity weighted connectivity kernel (CK)
as follows:

I = [
CK ⊗ amap

]+
(7)

with CK = c · EV (t) · M (8)

and M = (
1 0 −1

)
(9)

M had the form of an edge detection filter, which was
equivalent to computing the gradient. In other words, we
computed the map’s activity gradient and used the positive
result (weighted by eye velocity) to update the neural ac-
tivity in the map, i.e. to spread the activity. Neural activity
gradients have been used previously to update retinotopic
memory maps (Droulez and Berthoz, 1988; Droulez and
Berthoz, 1991). Furthermore, eye/head position or veloc-
ity modulation of synaptic gains is believed to be a fun-
damental neural process in the brain (Salinas and Thier,
2000; Salinas and Sejnowski, 2001; Chance et al., 2002;
Salinas, 2003). This synaptic gain modulation corresponds
to a functional representation, not necessarily a proposed
mechanism, and might involve other cells or circuits to be
implemented. Here, the velocity weighted connectivity ker-
nel implements such a gain modulation mechanism. Note
that the exact shape of the kernel M was not important.
Other asymmetric kernels provided similar results (data not
shown). The constant c was adjusted to make the distance be-
tween neurons 1 deg and also provided the possibility to ac-
count for the variability of the subject’s overall compensation
gain.

The self-excitation input E (Fig. 4A) allowed the neural
map to maintain its activity (Wang, 2001). Furthermore, we
implemented a particular instance of a center-surround in-
hibitory mechanism (Salinas, 2003). Its goal was to allow
the system to increase activity contrast in the neural map.
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Therefore, we used a reverberation gain that depended on
the position of maximum map activity:

k = k0 + (1 − k0) · gauss (µ, σ ) (10)

where k0 was a constant reverberation gain ( = minimal base-
line feedback gain, Fig. 4B) parameter, µ was the position of
the maximum map activity and σ = 2 and thus E = k · amap

(Fig. 4A). It is important to note that µ changes over time,
because the activity maximum moves as the map activity
spreads. This choice of the self-excitation gain resulted in
a position dependent apparent time constant for the map’s
activity decay. That is, if eye velocity was zero, the relaxed
form of Eq. (6) (with I = 0) yielded an apparent time constant
Ta = TN

1−k . Figure 4B shows the behavior of the apparent map
dynamics as a function of the distance of the neuron from
the location of the map maximum activity for the case k0

= 0.99.
Finally, the read-out of the map assumed dynamics similar

to the rate code mechanism above, i.e. accumulating evidence
for the smooth eye displacement estimate. Again, this form
of read-out was chosen to fit the delay between the smooth
eye movement and the compensation for it observed in the
data (Blohm et al., 2003; Blohm et al., 2005). The estimate
of the instantaneous smooth eye displacement was computed
using the center of activity (COA) of the displacement map
(Fig. 4C).

TRO · dSEDest (t)

dt
= −SEDest (t) + COA (t) (11)

where COA(t) was the activity weighted average of the
neural map position xi and TRO was the time con-
stant of the read-out neuron’s activity (cf. rate code
mechanism).

COA (t) =
∑N

i=1 amap,i · xi
∑N

i=1 amap,i

(12)

We used the center of activity of the map because
it is more insensitive to system noise than the activ-
ity maximum. There were thus three free parameters for
the place code mechanism, i.e. the read-out time constant
TRO, the minimal baseline feedback gain k0 and the gain
constant c.

Behavioral experiments

We used an experimental behavioral data set from human
subjects to fit the model’s parameters. This experiment
used ongoing smooth pursuit eye movements for the first
“step” displacement in a “smooth double-step” paradigm.
The paradigm and data were described in detail elsewhere

(Blohm et al., 2005) and are summarized in Fig. 5. Briefly,
the paradigm used a green initial fixation target that was
presented for 500 ms at a random position on a 20◦ radius
circle (Fig. 5A). Afterwards, the target stepped away from
the center of the screen and moved at a random velocity
(10◦/s–40◦/s) in the radial direction towards the center of the
screen. At a random time 500–1500 ms after the ramp move-
ment onset, a red target was briefly presented (10 ms flash)
at a position horizontally and vertically offset from the ac-
tual green pursuit target location by a random value between
− 10◦ and 10◦. The pursuit ramp movement continued until
the end of the trial that lasted for three seconds. Subjects
were instructed to follow the green pursuit target and to look
at the memorized position of the flash as soon as they saw
the flash.

We provide some typical examples of subject’s perfor-
mance in Fig. 5B-F. Figure 5 shows position (panel B), ve-
locity (panel C) and a spatial representation (panel D) from
one trial. In this particular example, the first saccade was trig-
gered shortly after the flash (latency = 104 ms). The black,
dotted line indicates the line from the eye to the target at
the time it was flashed. The red dotted line is the subsequent
saccade, which is nearly parallel to the black line, indicating
that the first saccade did not compensate for the smooth pur-
suit movement during the latency period of the saccade. A
second saccade then brought the eye to the target. We show
two other typical trials in Fig. 5E and F with longer latencies
before the first saccade (panel E: 238 ms; panel F: 674 ms).
The longer the latency to the first saccade, the more the sac-
cade compensates for the smooth eye displacement in the
latency period, and the less its trajectory parallels the black
dotted line.

Hereafter, we will only present data from the time period
of interest, i.e. starting at the moment of target presentation
(10 ms flash) until 1000 ms after the flash presentation. This
memory period included from 1 to 5 orientating saccades.
For clarity, we decompose the two-dimensional saccade into
components along, and perpendicular to, the direction of pur-
suit. Saccadic compensation for the smooth component of the
eye movement took place mostly in the direction of the actual
pursuit eye movement. Thus, below we keep only the compo-
nent in the direction of pursuit, and consider the data as one
dimensional.

To fit the eye velocity integration mechanisms described
above to our data, we used the position error sampled at the
moment of the flash occurrence (PEF) along with the mea-
sured smooth eye velocity (EV) from the moment of the flash
until the end of the simulation time. In addition, we also used
the measured latencies of the orientating saccades as an input
to the model (see Discussion section for further explanation).
In order to evaluate the model parameters, we compared
the predicted saccade amplitudes with those experimentally
observed.
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Simulations of data from the literature

At the end of the results section, we reproduce the data from
Herter and Guitton (1998) and from McKenzie and Lisberger
(1986) shown in Fig. 1. For the smooth eye velocity starting
at the moment of the flash presentation and the saccade la-
tencies measured with respect to the flash offset we used the
following (idealized) functions:

McKenzie and Lisberger (1986):

EV(t) = ±30◦/s ·
(

1 − 1

1 + exp
(− t−0.3

0.03

)

)

(13)

Tlatency = Gauss (0.18, 0.045) (14)

Herter and Guitton (1998):

EV(t) = ±15◦/s ·
(

1 − 1

1 + exp
(− t−0.3−TS P

0.03

)

)

(15)

Tlatency = Gauss (TSP + 0.25, 0.05) (16)

The saccade latencies for the reconstruction (Eq. (14)) of
McKenzie and Lisberger’s data was a Gaussian distribution
using the parameters from monkeys D and E (McKenzie and
Lisberger, 1986); the smooth eye velocity (Eq. (13)) started
decaying around 150 ms after the flash presentation as a sig-
moid function. We used a similar smooth eye velocity profile
to simulate Herter and Guitton’s data (Eq. (15)), but now the

Fig. 5 Experimental data set used. (A). Paradigm. After an initial
fixation (IF) at a random position of a 20◦ diameter circle (dotted),
the green target moved (Ramp) at a random speed (10◦/s–40◦/s) to-
wards the center of the screen (cross). At a random time after the
target movement onset, another red target was flashed (10 ms, star)
at a random position ± 10◦ around the current ramp position. Sub-
jects were instructed to pursue the green ramp target and to saccade
towards the memorized position of the flash as soon as possible.
(B–D). Typical trial. Position (panel B) and velocity (panel C) traces

of target (dashed) and eye (solid) for the horizontal (red) and vertical
(blue) eye movement component. The horizontal and vertical dotted
lines represent the moment of the flash presentation and the memo-
rized position of the flash respectively. Panel D is a 2-dimensional
representation of the eye (red dots, 6 ms spacing) and target (dashed)
movement. The latency of the first saccade was 104 ms. (E). Another
trial with a longer first saccade latency: 238 ms. (F). A trial with a
very long first saccade latency: 674 ms. Figure modified from (Blohm
et al. 2005)
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Fig. 6 Simulation results for the rate code mechanism. For this simu-
lation, we used a read-out time constant TRO = 100 ms and an accumu-
lation gain c = 0.5. (A). Integration cell activity for different simulation
times (50 ms step) between 50 ms and 1000 ms. Neurons were arranged
in increasing order of preferred velocity. Simulations were performed
with a 500 ms duration 25◦/s eye velocity step. (B). Three examples
of integration cell activity over time for different preferred velocity
pathways (16, 25 and 49◦/s). (C). Eye movement and estimation of the

smooth eye displacement. The solid gray line was the eye velocity input
used (left scale). The dotted black line corresponds to the actual smooth
eye displacement and the solid black line was the model estimation of
SED (right scale). (D). Estimation of the final SED as a function of the
actual SED. The dotted line indicates the desired relationship. The solid
line corresponds to the measured (slightly non-linear) model behavior.
Simulations were performed with various 500 ms duration step-shaped
eye velocities. The total duration of simulations was 1,000 ms

duration of the ramp (TSP) was taken into account, since the
target was flashed before the ramp onset. For the saccade
latencies (Eq. (16)), we used a standard latency distribu-
tion as typically observed in human subjects (Becker, 1991;
Carpenter and Williams, 1995), also taking into account the
pursuit ramp duration (TSP).

Results

The proposed rate and place code mechanisms were applied
to the data separately. We will first describe the basic dy-
namics for each mechanism and fit the model parameters
to the experimental data set. Afterwards, we will provide
some examples of both smooth eye displacement estimation
mechanisms. Finally, we will test our model by comparing
it to the major findings of published experiments. We will
reconcile previous contradictory data from the literature by
reproducing all of the results with simulations of our model.

Analysis of the rate code mechanism

First, we analyzed the behavior of the rate code mechanism
using default parameters (no fit to the data). Figure 6 shows

the behavior of the rate code mechanism (2nd layer neurons)
with parameters TRO = 100 ms and c = 0.5 for a 500-ms
test eye velocity input of 25◦/s. For the sake of clarity, we
arranged the neurons in increasing order of their tuning curve
preferred velocity m in panel A. It can easily be seen that
the activity of individual neurons rose linearly over time
(Fig. 6B). Furthermore, the instantaneous read-out of the
smooth eye displacement estimate was delayed with respect
to the effective SED (Fig. 6C), because the dynamics of the
accumulation of evidence for the read-out of neural activity
were governed by TRO. Finally, Fig. 6D shows that the model
provided a good estimate of the smooth eye displacement up
to about 20◦ of SED.

We fit the model to the observed behavior by identifying
the optimal parameters for the rate code mechanism from ex-
perimental data. We varied the read-out time constant TRO =
[1; 50; 100; 150; 200; 250; 300; 350; 400] ms and computed
the model prediction of the experimental data for all sac-
cades in each trial. The model’s gain constant c was evalu-
ated for each value of TRO using a step eye velocity profile
similar to the one used in Fig. 6C but varying the magnitude
of eye velocity (as in Fig. 6D). The gain constant c was then
adapted to provide a regression slope of 1 for the comparison
between the estimation of SED and the actual SED generated
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Fig. 7 Simulation results for the place code mechanism. For this
simulation, we used a read-out time constant TRO = 100 ms, a rever-
beration gain constant k0 = 0.99 and an accumulation gain c = 2.3. (A).
Activity of the neural map at different simulation times (50 ms step)
ranging from 0 to 1000 ms. Each cell increment corresponded to 1◦

on the displacement map. Simulations were performed with a 500 ms
duration 25◦/s eye velocity step. (B). Evolution of neural activity in
the displacement map over time (normalized activity; black = no ac-
tivity; white = maximum activity). At time = 0 ms, the neural activity

is maximal around zero displacement. With increasing time, the ac-
tivity spreads towards neurons coding larger displacements, and there
is remaining activity for neurons coding smaller positions. After the
eye velocity drops (time > 500 ms), the spatial distribution of neural
activity becomes narrower due to the center-surround modulation of
the reverberation gain (Eq. (10)). (C). Eye movement and estimation
of the smooth eye displacement. (D). Estimation of the final SED as a
function of the actual SED. For panels C and D, the same conventions
as for Fig. 6 apply

by the test eye velocity trace. Afterwards, we simulated the
system’s response to the flash stimulus using eye velocity,
flash stimulus location and timing information concerning
the compensatory saccades from data. There were N = 4,464
experimental trials with a total of N = 9,150 saccades. As
an indicator of the goodness-of-fit of the model’s prediction,
we used the correlation coefficient R between the predicted
and observed saccade amplitudes. Since there were no local
maxima in the correlation coefficient, we chose the value
with the absolute maximum of R as the optimal value of
TRO, i.e. 100 ms (c = 0.493, R = 0.943) for our trials. These
values were used hereafter for all simulations of the rate code
model.

Analysis of place code mechanism

Next, we analyzed the theoretical behavior of the place code
mechanism. Figure 7 shows the results of this investigation
for TRO = 100 ms, c = 2.3 and k0 = 0.99. Figure 7A and B
show the evolution of the map’s neural activity over time as
a response to the 500 ms duration step eye velocity profile
of 25◦/s. It can easily be observed that eye velocity “pushed”
the map’s activity to cells that code larger displacements.
Furthermore, the center-surround mechanism sharpened the

locus of activity. Indeed, the neural activity surrounding the
activity maximum decreased over time. This led to a smooth
eye displacement estimate that was delayed and low-pass
filtered with respect to the actual SED (Fig. 7C). In addition,
the estimated SED was almost linear with respect to the
actual SED and the estimation gain was close to unity up to
about 20◦ of SED (Fig. 7D). Thus, as was the case for the
rate code mechanism, the place code mechanism provided
a good estimate of the actual smooth eye displacement and
introduced the delay necessary to simulate the experimental
data.

Next, we identified the optimal parameters for the
place code velocity integration mechanism to fit the ex-
perimental data. As we did for the rate code mech-
anism, we varied the read-out time constant TRO =
[1; 50; 100; 150; 200; 250; 300; 350; 400] ms and the rever-
beration parameter k0 = [0.9; 0.975; 0.99; 0.995; 0.999] in-
dependently and evaluated the optimal gain constant c
for each couple (TRO, k0). The reverberation parameters
corresponded to the apparent neural time constant Ta =
[30; 60; 120; 300; 600; 3000] ms. Next, we compared the
simulation data from each parameter pair (TRO, k0) with
the experimental data. We measured the performance of
the model compared to the experiment by computing the
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correlation coefficient R between the simulated and be-
havioral saccades for each pair (TRO, k0). The optimal
set of parameters (where R was maximal: R = 0.958) was
TRO = 100 ms, k0 = 0.975 (Ta = 120 ms) and c = 2.427.

Comparison with experimental data

To illustrate the performance of our model, Fig. 8 shows
three comparisons between simulation and experiment for
short latency first saccades (panel A), long latency first sac-
cades (panel B) and very long latency first saccades (panel
C). The solid black line is the experimental data, and sim-
ulations from the rate code (solid red) and the place code
(dashed green) models are almost perfectly superimposed.
The remaining error was a combination of SED underestima-
tion (due to the integration mechanism) and remaining PER

due to the saccadic undershoot strategy. The proportion of
uncompensated retinal position error PER was always 0.1n,
where n was the total number of saccades.

To provide a quantitative comparison between the sim-
ulation results of both the rate code and the place code
mechanisms and the behavioral findings of a previous ex-
perimental study (Blohm et al., 2005), we analyzed the main
effect of compensatory saccades. We used the SED compen-
sation index CI, previously defined for the analysis of our
experimental data (see Blohm et al., 2005) to quantify the
SED compensation of each saccade leading to a remaining
position error (PE) as follows:

CI = 1 + PE

SED
(17)

CI was calculated after each saccade and indicates which
proportion of the actual SED was compensated. We calcu-
lated CI for up to 5 saccades within each trial (see Methods
section). Figure 9 shows the results of this analysis for both
the rate code (panel A) and the place code (panel B) eye
velocity integration mechanisms. As can be observed, the
simulation results fitted the behavior of CI for the data very
well.

We also tested both the rate code and the place code
mechanisms on previous findings reported in the literature
and summarized in Fig. 1. First, we reproduced artificially
the experimental stimulus configurations (see Methods sec-
tion) as described in McKenzie and Lisberger (1986) and
in Herter and Guitton (1998) and performed simulations of
these experiments with our rate code and place code eye
velocity integration mechanisms using the above-identified
model parameters. The results of our simulations are shown
in Fig. 10 where we overlaid simulations on the experimental
data from Fig. 1 (data in black, rate code model in red, place
code model in green). Clearly, our model provides an accu-
rate prediction of the previously published data, although we

Fig. 8 Typical examples of comparison between simulations and ex-
perimental data. Panels A−C show three trials for different first saccade
latencies (short, long and very long). Solid black lines are data, solid
red lines correspond to rate code simulations and dashed green lines
represent place code simulation results. Time 0 ms was the moment of
target presentation (brief flash). (A). 1st saccade latency = 165 ms. (B).
1st saccade latency = 277 ms. (C). 1st saccade latency = 759 ms

did not use these data to fit the model parameters. Thus, this
validates our model and reconciles previously contradictory
findings.

Discussion

Contradictory results have been reported in the literature
concerning the programming of the first saccade towards
the memorized stimulus location when a smooth eye move-
ment occurs after a target has been flashed. Whereas some
studies reported retinotopically coded saccades (McKenzie
and Lisberger, 1986; Gellman and Fletcher, 1992), other re-
sults favored spatially coded saccades (Schlag et al., 1990;
Ohtsuka, 1994; Zivotofsky et al., 1996; Herter and Guitton,
1998; Baker et al., 2003). Recent data (Blohm et al., 2003;
Blohm et al., 2005) suggested that these contradictory results
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Fig. 9 Comparison between simulation data and experimental results.
Comparison between the SED compensation index (CI, Eq. (13)) for
experimental data (Blohm et al., 2005) (dashed gray lines stand for
results from saccades 1 to 4) and simulation (black solid line) using
the rate code mechanism (panel A) and the place code mechanism
(panel B). Lines and whiskers stand for mean and 95% confidence
intervals

Fig. 10 Validation of the model based on the prediction of pre-
viously published experimental data. All panels correspond to the
examples shown in Fig. 1. (A, B). Adapted from McKenzie and
Lisberger (1986). C, D. Adapted from Herter and Guitton (1998).
Rate code simulation data (red dots) and place code simulation
data (green dots) were laid over the data from the literature (black
symbols)

could be reconciled if one considered that the retinal to spatial
transformation of the memorized target was a relatively slow
process. Here, we tested that hypothesis. We proposed a sac-
cade model that accounted for smooth eye movements in the
absence of vision. We showed that two alternative mecha-
nisms, i.e. a place code and a rate code mechanism, could
both integrate a smooth eye velocity signal. Such a mecha-
nism could provide an estimate of the smooth eye displace-
ment (SED) to the posterior parietal cortex (PPC), a structure
involved in the spatial representation of visual stimuli. SED
signals could then be used by PPC to update the spatial rep-
resentation of the target in eye-centered coordinates.

The proposed rate code SED estimation mechanism was
based on an integration of the time during which the eyes
moved at a specific velocity. The alternative place code mech-
anism was based on an eye velocity driven spread of neural
activity on a topographic eye displacement map. Both mech-
anisms provided excellent simulations of our available test
data set for “smooth double-step” experiments. Note that the
fit of the simulations to the data was very accurate despite the
small number of free parameters of the velocity integration
mechanisms (1 for the rate code and 2 for the place code
mechanism). Furthermore, our model could explain previ-
ously reported data and reconcile contradictory results.

General model discussion

Both smooth eye displacement estimation mechanisms pro-
posed here used a high-gain, low-pass filtered, read-out of
neural activity. This yielded the delay between the actual eye
movement and the saccadic compensation found experimen-
tally (Blohm et al., 2003, 2005). A reasonable rationale for
such a delay process might be the system’s need to ensure
accuracy of the SED estimate. Low-pass filtering of the read-
out of the integrative mechanism would reduce the influence
of brief perturbations and system noise on the estimated
SED. Therefore, reasonable amounts of white noise added
to the individual neurons involved in the proposed mecha-
nisms will not influence the outcome of the distributed SED
integration process.

In the model presented here, no “pure” delay that could
take into account the system’s processing time has been im-
plemented. However, once the decision to make a saccade
has been made by the system, a processing time of approx-
imately 50 ms (Thier and Andersen, 1996; Mushiake et al.,
1999) is necessary to generate the final motor command and
send it to the extraocular muscles. This delay was included
implicitly in the activity read-out time constant we estimated
for both mechanisms from our data sets. Consequently, we
overestimated the read-out constant for the SED estimation.

In contrast to a standard read-out delay in either mecha-
nism, one could imagine that the oculomotor system might
use some kind of a threshold function instead. In other words,
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the system might adapt the saccade amplitude or trigger a cor-
rective saccade each time a certain smooth eye displacement
has been accumulated. However, such a threshold mecha-
nism makes several predictions. First, for large changes in
SED (i.e., high smooth eye velocity), the mean saccade la-
tency should be less than for small changes in SED. How-
ever, this was not found in the experimental data. Blohm
et al. (2005) actually found that the opposite was the case,
i.e. the system waited longer when the smooth eye move-
ment was large. Second, a threshold mechanism would not
be able to account for the delay between the actual smooth
eye movement and the saccadic compensation for it. Once
the threshold is reached, a saccade would be triggered that
would compensate for all the SED accumulated until the
saccade and thus there would be no delay in the compensa-
tion measured. Third, the amplitude of corrective saccades
should be very stereotypical and equal to the hypothetical
threshold value. Again, this has not been observed experi-
mentally. Instead, the amplitude of the corrective saccades
was very variable (Blohm et al., 2003, 2005). These results
make it unlikely that the oculomotor system uses a threshold
mechanism.

For each model, we evaluated theoretically the optimal
gain constant c before fitting the simulations to the experi-
mental data. As a consequence, this procedure assumed that
at simulation time infinity, the compensation for the smooth
eye movement was perfect (see Fig. 1D). In contrast with
this hypothesis, the available experimental results suggested
that subjects might underestimate the actual SED up to 50%
(Blohm et al., 2003, 2005). However, as shown in Fig. 9 and
10 our model fits the data despite the apparent contradiction
between the choice of the model gain constant c and the
measured final SED compensation gain. We believe that the
underestimation of SED in the data was (at least partially) due
to the finite number of corrective saccades. That is, if the sys-
tem triggered a saccade that compensated for the available
SED but the eyes continued moving smoothly afterwards,
then the final SED compensation gain would be <1.

Since we concentrated on the mechanism for extrareti-
nal eye velocity integration, our model did not describe
how the saccades might be triggered. Indeed, the mecha-
nism that initiated those compensatory eye movements is
largely unknown. For the first orienting saccade, Blohm
et al. (2005) showed evidence for a trade-off between speed
and accuracy, demonstrating that the system could use ex-
traretinal information in addition to the known sensory input
(de Brouwer et al., 2002b). But the precise mechanism to
trigger these initial saccades has not yet been identified.
This might at least partly be due to the fact that saccade
latencies show a large natural variability (Becker, 1991;
Carpenter and Williams, 1995; Reddi and Carpenter, 2000;
Reddi et al., 2003). In addition to the trigger mechanism for
the first saccade, compensatory saccades need to be triggered

by some still unknown mechanism. However, the experimen-
tal data available today does reveal how compensation sac-
cades are initiated. To illustrate the experimental variability
of the successive saccade latency, we show in Fig. 11 the
distribution of the time interval between saccades, i.e. the
inter-saccadic interval (ISI). The inter-saccadic interval was
not significantly modulated by eye velocity or smooth eye
displacement (data not shown), nor was there a correlation
with some displacement threshold (see Discussion above).
Altogether, more research is needed to identify the decision
processes that triggers the first saccade and the compen-
satory saccades, although some neural signals related to this
decision have been observed (Hanes and Schall, 1996; Schall
and Bichot, 1998; Schall and Hanes, 1998; Kim and Shadlen,
1999; Schall and Thompson, 1999; Gold and Shadlen, 2001;
Schall, 2001; Roitman and Shadlen, 2002). Because none
of the fundamental mechanisms that initiate a saccade are
known today, we decided not to model the trigger mechanism
but used the experimentally measured saccade occurrence
time.

Model comparison with data

The model simulations closely fitted the experimental data
set we used here (cf. Figs. 8 and 9). The amplitudes of all
saccades occurring at different latencies with respect to the
memorized target appearance was well predicted. In addi-
tion, we reproduced the main results for the smooth eye
movement compensation index CI of individual saccades.
The remaining, small differences between the model sim-
ulation and the experimental results might be due to the
biological variability of saccades. In addition to the exper-
imental data set we used here for the identification of the
model parameters, we also tested our model on “smooth
double-step” data using smooth anticipatory eye movements
(Blohm et al., 2003). In this experiment, a robust anticipatory

Fig. 11 Experimental results for the inter-saccadic interval (ISI). The
distribution of time intervals between successive saccades is shown for
up to 5 saccades. Solid histogram is raw data (10 ms bins), dotted lines
are recinormal distribution fits
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smooth eye movement was built up during repetitive track-
ing of the same moving stimulus. Then, Blohm et al. (2003)
randomly replaced a few tracking trials by flash localization
trials, where a target was briefly flashed in an eccentric posi-
tion during an anticipatory smooth eye movement. Subjects
were then asked to look at the memorized position of the
flash. Doing so, Blohm et al. (2003) observed behavior very
similar to that observed in the data set used to fit our rate code
and place code mechanisms, despite the fact that subjects did
not have any visual information at all about the smooth eye
displacements. We also tested our model using this second
data set (data not shown). First, we identified the model
parameters that would fit the smooth anticipation data and
found those to be the same as those identified for the above-
described experimental data. Second, we tested our model’s
prediction of saccade amplitude of this anticipation data set
and were able to reproduce the main effects reported in
Blohm et al. (2003). This was an additional validation of our
model.

We also tested our model on two representative data
sets from the literature. Our simulations accurately re-
produced data from Herter and Guitton (1998), showing
that saccades to targets memorized before a pursuit eye
movement were spatially accurate (Schlag et al., 1990;
Ohtsuka, 1994; Zivotofsky et al., 1996; Herter and
Guitton, 1998; Baker et al., 2003). Furthermore, previous
findings on retinotopically programmed short latency sac-
cades to memorized targets (McKenzie and Lisberger, 1986;
Gellman and Fletcher, 1992) were also reproduced. The de-
lay for SED estimation in our model reconciled those contra-
dictory findings, i.e. short latency saccades were better pre-
dicted by the retinal error hypothesis than by the spatial error
hypothesis.

This model is a valuable tool to analyze and interpret
saccade data compensating for smooth eye movements. It
has been shown recently that this compensation plays a
crucial role during temporary occlusions of moving targets
(Bennett et al., 2004). One prediction of our model con-
cerns the saccades triggered during a transient extinction of
a pursuit target (Bennett and Barnes, 2003). If the saccade
latency were long enough (>300 ms), the amplitude of those
saccades should be tightly related to the actual smooth eye
displacement in darkness. This seemed to be the case for sac-
cades reported by Bennett and Barnes (2003), even though
no statement on saccade latency was made in their study.

Hypothesized neural substrates

General hypothesized neurophysiology

It is generally accepted that the posterior parietal cor-
tex (PPC) is implicated in visual short-term memory and

coordinate transformations for saccadic eye movements.
Neurons in the lateral intraparietal area (LIP, PPC) re-
main active while a desired target location is remembered,
i.e. they retain a memory of the motor error (Gnadt and
Andersen, 1988; Barash et al., 1991; Paré and Wurtz,
1997; Curtis et al., 2004). Furthermore, electrical stimula-
tion of some sites in LIP produces fixed vector saccades
independent of eye position, whereas others encode sac-
cades to targets in a specific spatial position (Thier and
Andersen, 1996; Thier and Andersen, 1998). LIP neurons
are influenced by eye position (Andersen et al., 1990b;
Bremmer et al., 1997), and some cells show a shift in their
response field that anticipates an upcoming gaze saccade
(Duhamel et al., 1992a; Mushiake et al., 1999). In addi-
tion, LIP neurons discharge prior to saccades (Barash et al.,
1991). Lesions of the human analog of LIP in PPC im-
pair the ability to perform the double-step task, i.e. dis-
rupt the monitoring of previous saccades by efference copy
(Duhamel et al., 1992b; Heide et al., 1995). This shows the
importance of PPC in the internal representation of targets
in space (Tobler et al., 2001). Furthermore, humans with
chronic PPC lesions make inaccurate memory guided sac-
cades (Pierrot-Deseilligny et al., 1991). Moreover, area 7a
(an area adjacent to LIP in the monkey’s PPC) also con-
tains neurons with eye and head position dependent activity
that encode a visual target in spatial or craniotopic coordi-
nates (Andersen et al., 1990b, 1992; Brotchie et al., 1995;
Bremmer et al., 1997). Taken together, this evidence sug-
gests that saccadic goals are memorized with respect to
different reference frames (e.g. retinal and spatial) in
PPC. When a gaze shift occurs, the retinotopic posi-
tion of targets (Henriques et al., 1998; Medendorp et al.,
2002; Merriam et al., 2003) is updated (Andersen et al.,
1997; Colby and Goldberg, 1999) using extraretinal in-
formation about the gaze shift amplitude (Quaia et al.,
1998). Therefore, we suggest that in the “smooth double-
step” paradigm, PPC receives an internal estimation of the
(smooth) eye displacement to update the spatial represen-
tation of the memorized goal. For smooth eye displace-
ments, PPC could play a similar role in updating retinotopic
information after receiving an estimate of pursuit eye
displacement.

The studies about the target representation in spatial
coordinates in PPC report that updates are performed on
the basis of position signals representing the gaze shift
amplitude. However, this implies that in the case of the
“smooth double-step” paradigm, where eye velocity is
monitored, there must be an additional step: the integration
of eye velocity to obtain eye displacement. Thus, integration
of eye velocity needs to take place before the updating of the
spatial target representation in PPC. This integration step
could be performed in a variety of different neural structures
using either our rate code or place code mechanisms.
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Hereafter, we will discuss the electrophysiological evidence
that supports these alternatives.

Hypothesized neurophysiology of the rate code
mechanism

The first smooth eye velocity integration mechanism we con-
sidered is based on an integration of ocular motion signals,
and we suggest that this rate code mechanism could be imple-
mented in area LIP. An area that contains neurons encoding
eye velocity (the medial superior temporal cortex, MST) is
known to project to LIP. Cells in MST are tuned selectively
for visual motion and are modulated by extraretinal eye ve-
locity signals (Komatsu and Wurtz, 1988a; Komatsu and
Wurtz, 1988b; Newsome et al., 1988; Bradley et al., 1996;
Squatrito and Maioli, 1997; Ilg and Thier, 2003) and project
largely to LIP (Cavada and Goldman-Rakic, 1989; Andersen
et al., 1990a; Neal et al., 1990). We hypothesize that some
LIP neurons integrate the activity of eye velocity-sensitive
MST cells. Neurons in LIP have been shown to monoton-
ically increase their firing rate in response to time-varying
signals that originate in the extrastriate visual cortex (in par-
ticular from the medial temporal cortex), thereby accumu-
lating evidence for a specific behavioral response (Shadlen
and Newsome, 1996; Roitman and Shadlen, 2002; Mazurek
et al., 2003). The approximately linear neural activity of these
LIP cells has also been related to a representation of elapsed
time (Rao et al., 2001; Leon and Shadlen, 2003). In our rate-
code integration hypothesis, one LIP neuron would receive
an input from one MST neuron encoding eye velocity. The
discharge of this LIP cell, if it acted as an integrator, would
be proportional to the amount of time an eye movement had
the preferred velocity of the specific MST neuron. The read-
out of this system is then the accumulation of the activity of
each LIP neuron with a synaptic weight proportional to the
preferred velocity of the corresponding MST neuron (dis-
placement = time ∗ velocity). Thus, a weighted sum of all
LIP activity is an estimate of the smooth eye displacement.

One way to test whether the rate code mechanism is re-
sponsible for the integration of extraretinal eye velocity sig-
nals would be to remove the source of extraretinal eye ve-
locity signals by inactivating area MST. Despite a deficit in
smooth pursuit, some smooth eye movements should persist
(Dursteler et al., 1987). In addition, another possibility would
be to use smooth anticipatory eye movements as has been
done by Blohm et al. (2003). The advantage of using smooth
anticipation is that these eye movements are believed to rely
principally on cognitive cues and might be generated by the
frontal cortex (Missal and Heinen, 2001, 2004). Another in-
teresting experiment to identify the hypothesized integration
neurons would be to record neurons in LIP that have pre-
viously been shown to carry time-related information (Rao
et al., 2001; Leon and Shadlen, 2003). The activity of such

LIP integration neurons should rise approximately linearly
(in a “smooth double-step” paradigm) during the memory
period after target presentation. The rate of rise of those neu-
rons should be velocity tuned. This would be in accordance
with previous findings demonstrating that many LIP neurons
exhibit direction-specific activity during smooth pursuit and
continue firing when the visual stimulus is intermittently
turned off (Sakata et al., 1983; Bremmer et al., 1997).

As an alternative to LIP, the ventral intraparietal area
(VIP) could also be involved in the integration of smooth
eye velocity signals. VIP contains neurons responding to
extraretinal velocity signals (Colby et al., 1993; Schlack
et al., 2003) and receives extensive input from MST (Van
Essen et al., 1981; Lewis and Van Essen, 2000). Further-
more, it has been shown that VIP neurons encode head-
ing in head-centered coordinates and thus provide a reli-
able source of information about smooth motion (Bremmer
et al., 2002; Zhang et al., 2004). Also, VIP has projections
to LIP (Lewis and Van Essen, 2000) that could mediate the
SED estimation signal to update the memorized target po-
sition. The activity and characteristics of those VIP cells
is thus compatible with our hypothetical rate code mech-
anism. Another neural structure that could implement the
rate code mechanism we propose here is the frontal eye field
(FEF). FEF has large reciprocal projections with motion area
MST (Ungerleider and Desimone, 1986; Tusa and Ungerlei-
der, 1988) and contains separate saccadic and smooth eye
movement regions (for a review, see Krauzlis, 2004). Neu-
rons in FEF are known to show rising signals in prepara-
tion of a saccadic movement onset (Hanes and Schall, 1996;
Schall and Bichot, 1998; Schall and Hanes, 1998; Schall and
Thompson, 1999; Schall, 2001). Although this observation
was attributed to the decision process of triggering a saccade,
a similar mechanism could integrate eye velocity signals to
compute the smooth eye displacement. This hypothesis is
also supported by the finding that FEF can integrate veloc-
ity signals to extrapolate the position of an invisibly moving
target (Barborica and Ferrera, 2003).

Hypothesized neurophysiology of the place code
mechanism

The second smooth eye displacement estimation mecha-
nism we consider is based on a place code mechanism,
and the role of the cerebellum (CBLM) in monitoring eye
movements suggests that this mechanism might be imple-
mented by the cerebellum. We think that the cerebellum is
a good candidate for the integration of eye velocity, since
eye/gaze velocity signals are present in different cerebellar
areas. Indeed, parafloccular (PF), floccular (Floc) and ver-
mal Purkinje cells encode gaze velocity during smooth pur-
suit or combined eye-head tracking (Miles and Fuller, 1975;
Lisberger and Fuchs, 1978a, b; Suzuki and Keller, 1988a, b;
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Nagao et al., 1997). Also, the cerebellum is thought to be
a crucial structure for the generation of smooth pursuit eye
movements (for a review, see Krauzlis, 2004). In addition,
recent models of the saccadic system interpret the function
of the cerebellum as a controller that monitors ongoing eye
movements by integrating velocity feedback signals to steer
and stop the saccade (Lefèvre et al., 1998; Quaia et al., 1999;
Optican and Quaia, 2002). In these models, eye velocity sig-
nals evoke a spread of activity on a topographically orga-
nized neural map. This spatial integration of velocity signals
replaces temporal integration, i.e. the “displacement integra-
tor” of classical models (Jürgens et al., 1981), and underlies
our hypothesis that the cerebellum also contains a smooth eye
displacement map. Such a map would enable the saccadic
system to monitor smooth eye movements and allow the
oculomotor system to ensure space constancy during smooth
eye movements in darkness. The readout of this displacement
map would then be sent from the cerebellum to LIP to update
the spatial representation of the memorized target. Different
direct and indirect projections from the cerebellum to LIP
have been reported (Clower et al., 2001), as required by this
hypothesis.

To identify the neural substrate of a possible role of the
cerebellum in the integration of smooth eye velocity sig-
nals, different experiments using a “smooth double-step”
paradigm could be performed. Our place code mechanism
predicts the presence of a topological map within the cere-
bellum. Neurons within this map should code eye displace-
ment. Furthermore, the gain of interconnection between
these neurons should be modulated by eye velocity. We
believe that the cerebellar cortex would be a good can-
didate for such a mechanism, because the theoretical be-
havior of our displacement map is compatible with the or-
ganization of the structure and the interconnection of the
different types of neurons in the cerebellar cortex (Ghez and
Thach, 2000).

We propose that the displacement map for eye velocity
integration in our place code mechanism is implemented by
part of the oculomotor cerebellum, such as the vermis (lob-
uli VI and VII) and the fastigial nucleus (FN)—one of the
deep cerebellar nuclei (DCN)—to which the vermal Purk-
inje cells (P-cells) projects (Suzuki et al., 1981; Noda and
Fujikado, 1987; Suzuki and Keller, 1988a, b; Takagi et al.,
2000; Robinson and Fuchs, 2001). It is difficult, how-
ever, to speculate about how exactly the cerebellar cortex
could implement the place code mechanism we propose
here. Although the connectivity of the cerebellar cortex is
well known (Eccles et al., 1967), its functional role and
possible computations remain largely unidentified (Wolpert
et al., 1998; Ghez and Thach, 2000). Nevertheless, from
a connectionist point of view, all the required elements to
implement our place code model mechanism are present:
First, the fastigial nucleus (FN) could represent the read-out

structure of the integrated eye velocity signal, i.e. the smooth
eye displacement, since the fastigial nucleus and the in-
ferior olivary nucleus (ION) form an inhibitory control
loop that could implement the map activity weighting of
the read-out we propose (Hoddevik et al., 1976; Buisseret-
Delmas, 1988). Second, a smooth eye velocity efference copy
signal is sent from the pre-cerebellar nuclei [dorsolateral
pontine nucleus (Mustari et al., 1988; Thier et al., 1988;
Krauzlis, 2004), dorsomedial pontine nucleus (Keller and
Crandall, 1983; Krauzlis, 2004) and the nucleus reticularis
tegmenti pontis (Crandall and Keller, 1985; Suzuki et al.,
2003; Krauzlis, 2004)] to the glomeruli in the granular
layer of the cerebellar cortex. Glomeruli form the input to
granule cells and the granule cell’s output (parallel fibers)
project to golgi cells, which in turn inhibit the glomeruli
(Eccles et al., 1967; Ghez and Thach, 2000). This circuit
forms an inhibitory control loop that influences the sig-
nals in the parallel fibers—a major input to Purkinje-cells
(the map neurons in our place code mechanism). Together
with other Purkinje-cell inhibitors (stellate and basket cells)
this part of the cerebellar connectivity could implement the
eye velocity modulation of the Purkinje-cell activity and
the center-surround modification of the reverberation gain
in our place code mechanism. Third, the latter reverberation
circuit might find its neural analogue in the excitatory P-
cell-DCN-ION control loop (Eccles et al., 1967; Ghez and
Thach, 2000).

Such a functional hypothesis remains, of course, highly
speculative. It demonstrates, however, that the cerebellum
has all the elements necessary to perform the eye velocity
integration we propose here. Further research is needed to
identify the computational role and flexibility of the cerebel-
lar cortex. Alternatively, the ventral cerebellar paraflocculus
(VPF) could also implement the displacement map for eye
velocity integration we propose in our place code mecha-
nism. Indeed, the ventral cerebellar paraflocculus has the
same functional anatomy as the vermis and is also involved
in smooth pursuit eye movement control (Rambold et al.,
2002).

In addition to these predictions of neural activity in
the cerebellum, SED information needs to be sent to area
LIP in the parietal cortex. Some potential direct pathways
have been identified (Clower et al., 2001), but their func-
tional roles have not yet been investigated. An alterna-
tive candidate for a SED feedback pathway to LIP would
be an indirect projection via the thalamus. The mediodor-
sal thalamus has been shown to play a role in the inter-
nal monitoring of movements by providing feedback about
the amplitude of (saccadic) eye movements to the cortex
(Sommer and Wurtz, 2002; Sommer, 2003; Sommer and
Wurtz, 2004a, b;). A recent study has also reported that
the central thalamus was involved in the control (and
perhaps monitoring) of smooth pursuit eye movements
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(Tanaka, 2005). This could be tested by recording from the
thalamus and looking for signals related to SED during a
“smooth double-step” paradigm.

Other considerations

In our model, we suppose that the rate or place code mech-
anisms update the memorized position of the target in PPC
and that PPC in turn sends information about the amplitude
of an upcoming saccade to FEF and SC. This would mean
that SC must code the total saccade amplitude, including the
smooth eye displacement component (if available to the sys-
tem). However, smooth eye displacement information could
also be sent in parallel to the SC pathway and to the saccade
generator (situated downstream from SC), as seems to be the
case for retinal slip signals in catch-up saccades (May et al.,
1988; Thurston et al., 1988; Keller et al., 1996). The fastigial
oculomotor region (FOR) in the cerebellum could mediate
such a parallel pathway, which is a particularly interesting
hypothesis for our place code smooth eye velocity integration
mechanism, which we hypothesize may be implemented in
the cerebellum. As a result of such an adaptation of saccade
metrics in parallel to the SC pathway, the neural coding of the
saccade amplitude in SC should not reflect any information
about the smooth eye displacement. In contrast, the rate code
mechanism (which we hypothesize may be implemented in
LIP) would be more likely to have an effect on the coding of
saccade amplitude in SC. This would be an interesting issue
to test and could contribute to the discrimination between
the proposed rate and place code mechanisms.

Finally, the origin of the eye velocity signals used to
estimate SED needs to be identified. There are two can-
didates, i.e. motor command efference copy signals and
muscle proprioceptive afference. Today, it seems unlikely
that proprioceptive information is used in online control of
eye movements (Ruskell, 1999; Weir et al., 2000; Lewis
et al., 2001). However, until this issue has been addressed
specifically, a possible role of proprioception in SED esti-
mation cannot be excluded. Therefore, a “smooth double-
step” experiment should be performed after deafferenta-
tion of the extraocular muscles in monkeys to answer this
question.

A challenge of modeling neural processes is that pre-
dictions have to be made about both the underlying neural
substrates and their functional roles. The two eye veloc-
ity integration mechanisms we proposed here are supported
by current knowledge about their neural analogs, yet re-
main quite speculative. Nonetheless, they have everything
a model needs: they are relatively simple, physiologically
realistic and describe all available data. And in addition,
they make interesting predictions about the neural substrates
and signals and account for the current physiological knowl-
edge of the structures modeled. Most importantly, our eye

velocity integration model reconciles previously contradic-
tory findings of retinally coded versus spatially accurate
memory saccades during smooth pursuit eye movements.
This first quantitative attempt explains the observed phenom-
ena using physiologically inspired artificial neural networks
to perform a delayed integration of velocity signals.
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Blohm G, Missal M, Lefèvre P (2005) Processing of retinal and
extraretinal signals for memory-guided saccades during smooth
pursuit. J. Neurophysiol. 93: 1510–1522.

Bradley DC, Maxwell M, Andersen RA, Banks MS, Shenoy KV
(1996) Mechanisms of heading perception in primate visual
cortex. Science 273: 1544–1547.

Bremmer F, Distler C, Hoffmann KP (1997) Eye position effects
in monkey cortex. II. Pursuit- and fixation- related activity
in posterior parietal areas LIP and 7A. J. Neurophysiol. 77:
962–977.

Bremmer F, Duhamel JR, Ben Hamed S, Graf W (2002) Heading
encoding in the macaque ventral intraparietal area (VIP). Eur. J.
Neurosci. 16: 1554–1568.

Brotchie PR, Andersen RA, Snyder LH, Goodman SJ (1995) Head
position signals used by parietal neurons to encode locations of
visual stimuli. Nature 375: 232–235.

Buisseret-Delmas C (1988) Sagittal organization of the olivocerebel-
lonuclear pathway in the rat. I. Connections with the nucleus
fastigii and the nucleus vestibularis lateralis. Neurosci. Res. 5:
475–493.

Carpenter RH, Williams ML (1995) Neural computation of log
likelihood in control of saccadic eye movements [see comments].
Nature 377: 59–62.

Cavada C, Goldman-Rakic PS (1989) Posterior parietal cortex in
rhesus monkey: I. Parcellation of areas based on distinctive limbic
and sensory corticocortical connections. J. Comp. Neurol. 287:
393–421.

Chance FS, Abbott LF, Reyes AD (2002) Gain modulation from
background synaptic input. Neuron. 35: 773–782.

Cheng K, Hasegawa T, Saleem KS, Tanaka K (1994) Comparison of
neuronal selectivity for stimulus speed, length, and contrast in
the prestriate visual cortical areas V4 and MT of the macaque
monkey. J. Neurophysiol. 71: 2269–2280.

Clower DM, West RA, Lynch JC, Strick PL (2001) The inferior
parietal lobule is the target of output from the superior colliculus,
hippocampus, and cerebellum. J. Neurosci. 21: 6283–6291.

Colby CL, Duhamel JR, Goldberg ME (1993) Ventral intraparietal area
of the macaque: anatomic location and visual response properties.
J. Neurophysiol. 69: 902–914.

Colby CL, Goldberg ME (1999) Space and attention in parietal cortex.
Annu. Rev. Neurosci. 22: 319–349.

Crandall WF, Keller EL (1985) Visual and oculomotor signals in nu-
cleus reticularis tegmenti pontis in alert monkey. J. Neurophysiol.
54: 1326–1345.

Curtis CE, Rao VY, D’Esposito M (2004) Maintenance of spatial
and motor codes during oculomotor delayed response tasks. J.
Neurosci. 24: 3944–3952.

Dassonville P, Schlag J, Schlag-Rey M (1992) The frontal eye field
provides the goal of saccadic eye movement. Exp. Brain Res. 89:
300–310.

de Brouwer S, Missal M, Barnes G, Lefèvre P (2002a) Quantita-
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